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IBM 2218 FRAD/Manager 


The 2218 Nways™ Frame Relay Access Device (FRAD) Frame Relay Node and Conversion Node products offer excellent solutions for tying the branch office to the centralized data center.


The 2218 Nways unit provides device/Host interconnection across a frame relay or LAN network.  It channels SNA, BSC, async, and multiprotocol LAN traffic onto a single frame relay permanent virtual circuit or private line, eliminating the need to have separate WAN links for legacy and LAN traffic.


The 2218’s ability to concentrate traffic for frame relay is based on RFC 1490, the Internet Engineering Task Force (IETF) specification that defines the encapsulation of multiple protocols in frame relay frames.  The 2218 provides an adaptation layer for optimizing serial devices and transparently transports multiple protocols on a frame relay trunk.


In addition, the 2218’s traffic management scheme for prioritization of protocols and bandwidth allocation ensures the delivery of critical SNA or LAN traffic from branch offices onto frame relay backbones.


Another advantage of the 2218 Nways FRAD is that it is fully manageable by NetView® and SNMP managers, or FRAD/Manager.  The network managers can continue to view their network using VTAM®/NetView, send commands to the remote devices, run diagnostics including LPDA®2 modem and LL2 test commands, and enable NetView performance monitor commands.


To tune and manage the mission-critical traffic, two sophisticated controls can be used to prioritize LAN and SNA traffic.  Protocols can be assigned one of four priority levels, then the priority levels can be allocated an amount of bandwidth.  This ensures that time-sensitive traffic reaches its destination.


The 2218 Nways FRAD/Manager is available for running in a Microsoft Windows or UNIX environment.
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Introduction 


FRAD/Manager for UNIX Release 3 is based on FRAD/Manager for UNIX Release 2.1.  Please see the last two sections of this Release Bulletin for a list of Known Anomalies and Problems Resolved.


Users familiar with earlier versions of this product should note that the scripts lowerrelease and upperlower have been updated, and renamed to cvtReleaseToUnix and cvtWorkToUnix, respectively.  See the “Importing from Sync/Manager” section below for full details.


Platforms 


FRAD/Manager for UNIX is available for the following UNIX OS platforms:


SunOS 4.1.3, 4.1.4.


Solaris 2.4, 2.5


AIX 3.2.5, 4.1.4, 4.2


HP UX 9.05, 10.10


Integration is provided for the following Network Management  Platforms:


HP OpenView 3.3x, 4.0, 4.1


NetView 6000, NetView for AIX 2.1, 3.1, and 4.x


Installation


Please read the entire Installation section before beginning the installation process.  The most likely problem scenarios are described here.  HP users should particularly note the section on “Version Numbers in the File Names,” below.  AIX users should particularly note the section concerning the “Installation Script Fails to Execute,” below


FRAD/Manager for UNIX is released on a CD-ROM.  To install FRAD/Manager for UNIX, login as root, and from a command window, follow these steps.


Mount the CD as appropriate for your OS.  Suggestions: 


For HP-UX, use sam.  


For AIX, use smit.  


For SunOS 4.x, use�	/etc/mount -t hsfs -r /dev/sr0  /cdrom 


For Solaris without automounting, use�	/etc/mount -F hsfs -r /dev/sr0  /cdrom





where /dev/sr0 is the path for the CD-ROM device, and /cdrom is the mount point.  


When you have mounted the FRAD/Manager for UNIX CD-ROM on your UNIX system, the directory names on the CD-ROM may appear in upper case:�# cd /cdrom		(assuming that /cdrom is the mount point for the CD-ROM)�# ls�AIX HPUX SUN4 SUN5�The case of the file name should not be a problem at this point.  Use the proper case in the commands that are described below.


Change directory to the appropriate subdirectory based on your OS (either hpux, aix, sun4 or sun5). 


Run the install script from the CD to install FRAD/Manager for UNIX and integrate with your Network Management Platform. For example, for Sun Solaris issue these commands:


	cd SUN5


	./INSTALL.SH


Follow the script instructions and prompts.  Default answers are provided at each prompt.  The defaults which are provided are oriented toward the situation in which you are installing FRAD/Manager for UNIX on a system where it is not already installed.  (Please note that a system from which FRAD/Manager for UNIX  has been de-installed is considered to be the same as a system on which it has never been installed.)  


When updating an existing FRAD/Manager for UNIX installation, the default is to not replace existing software.  The purpose of this default is provide you with the opportunity of backing up your existing installation, if you have not already done so.


Note that FRAD/Manager for UNIX may be installed into a path selected by the user.  (Indeed, if the disk partition which contains the directory /usr is low on available space, you should override the default with a path which is on a disk which has sufficient room.)  However, if the default path (/usr/sync) is not used, the installation utility will create a soft link to /usr/sync, so that it is always guaranteed to exist.


Note that the script creates a log file (/tmp/syncinstall.log) recording each step of the install process. If there are any problems with installation, this log can be used to review the install or can be forwarded to customer support.


On some UNIX systems, a listing of the contents of the mounted CD-ROM will display file names in lower-case.  The installation scripts reference each other with upper-case names.  This is not a problem, in general.  You may start the installation as described above.  The references will be case-translated by the file system, transparently.  (This is the normal situation for SunOS and Solaris systems.)


Version Numbers in the File Names (HPUX)


The names of the installation files may have a "version number" appended to them.  This would become evident as follows:


# cd /cdrom/HPUX


# ls


APPNAME.CNF;1


CDINST.SH;1


DSF.SH;1    


ENGINE.SH;1


ENG_HP.TAR;1 


INSTALL.SH;1 


SM.SH;1  


SM.TAR;1              


SYNCMON.TAR;1


UTIL.SH;1 


VISION.SH;1


If this happens, you can initiate the installation of FRAD/Manager for UNIX by typing the following line (the quotation marks are important; don’t omit them):


# ./”CDINST.SH;1”


Installation Script Fails to Execute (AIX)


Although this problem is more often seen on AIX systems, it can occur on the other supported platforms as well.  Occasionally,  FRAD/Manager for UNIX cannot be installed from CD-ROM.  You may see one of theses messages:


 install.sh: execute permission denied


 or


 install.sh: cannot open ./APPNAME.CNF


 


The first circumstance may happen if the files on the CD-ROM appear to the operating system to be read-only and non-executable.  To see this, do a long listing (ls -l) of the directory on the CD-ROM corresponding to your UNIX platform.  If the files are read-only you will see r--r--r-- at the left-hand side of the listing for each file.


The second circumstance can happen if the file names on the CD-ROM did not conform to ISO-9660 naming conventions when the CD-ROM was recorded.


In either case,


Determine whether your UNIX mount command, or the system administration utility supplied by your UNIX vendor, supports mounting of a CD-ROM so that execute permissions are available.  If so, mount the CD-ROM appropriately, and re-try the installation procedure, as described above. 


– OR –


Using a text editor or the “more” command, open the file CDINST2.SH (or cdinst2.sh, if that is how it appears in a listing of the installation directory of the CD-ROM), and follow the directions which are in the comments at the beginning of the file.  The instructions show you how to move the CDINST2.SH script to a temporary directory on your hard disk, change that file’s execute privileges, and how to execute this script.


Fonts


FRAD/Manager for UNIX is supplied with a set of fonts which will provide greater readability and ease of use than may be provided by the default fonts.  These fonts are installed in the directory /usr/sync/fonts.


In order to take advantage of these fonts, the X Windows server for a display at which you are using FRAD/Manager for UNIX must:


be able to access the font directory, and


have the font directory in its "font path.”


If you use the script sm (in the directory /usr/sync/bin) to start the FRAD/Manager for UNIX applications, and if the host where the X Windows server is executing is the host where the FRAD/Manager for UNIX applications were installed, then steps (1) and (2) will be performed transparently by the script sm.


If you use the script sm to start the FRAD/Manager for UNIX applications, and if the host where the X Windows server is executing is not the host where the FRAD/Manager for UNIX applications were installed, then you need to copy the directory /usr/sync/fonts to the host where the X Windows server is executing before using sm.


Example:


If the FRAD/Manager for UNIX applications were installed on the host applhost, and if the X Server will be running on displayhost, then login to displayhost, and type:


cd /usr


mkdir sync			(if /usr/sync doesn't already exist on host2)


rcp -pr applhost:/usr/sync/fonts sync


If you start the FRAD/Manager configuration editor without using sm (for example, if you launch the configuration editor from another network management platform), you should perform the following steps once, before attempting to launch the configuration editor:


Case 1.


If the host where the the X Windows server is executing is the host where the FRAD/Manager for UNIX applications were installed, type the following at the UNIX prompt:


xset +fp /usr/sync/fonts


Case 2.


If the host where the X Windows server is executing is not the host where the FRAD/Manager for UNIX applications were installed, copy the font directory as indicated in the above example.


Then, add the font directory to the X Server's font path as follows (where displayhost is the name of the host where the X Server is executing):


xset -display displayhost:0.0 +fp /usr/sync/fonts


 (You may type this command on either applhost or displayhost.)


Starting FRAD/Manager for UNIX


Starting from the Command line


To start the application from the command line, enter: 


/usr/sync/bin/sm


This starts the daemons, and brings up the FRAD/Manager for UNIX Unit List application.   (When FRAD/Manager for UNIX Release 3 is initially installed, there will be a single sample unit configuration in the database.  You may wish to delete the sample configuration after you have created your own configuration data.) Note that in order to maintain the Configuration Database and control the Editor applications, two daemons are started. These will continue to run in the background, regardless of the GUI applications running. Node configurations may be added, deleted, and edited from the Unit List application. In addition, once a unit is defined, the user can also launch the Monitor application for any unit selected in FRAD/Manager for UNIX Unit List. When launched from Unit List, the Monitor application uses community string “public” for read access and “syncmgr” for read-write. The Monitor application may optionally be started as described in the Installation Notes.


To stop the daemons enter this command:


/usr/sync/bin/smstop


Starting from HP OpenView


The FRAD/Manager for UNIX application is integrated with HP OpenView (OV) during installation. The daemons are started automatically when ovw is launched. The applications are available under the “Tools” Menu, as “FRAD/Manager for UNIX.”  This menu item expands to “Monitor” which launches the Monitor application for the selected Node, “Configuration” which launches the Editor for the selected Node, and “Unit List” which shows all of the IBM 2218 units in the database. Note that Unit List is always available, while “Monitor” and “Configuration Editor” require an IBM 2218 Node to be selected on the map, and will be grayed if none is selected. 


Units may be added or deleted from the IBM 2218 database regardless of whether the object exists in the OV database.  However, if the object exists in OV as an IBM 2218 Node, the user may select the object on the map, and select “Tools,” “FRAD/Manager for UNIX,” “Configuration” and the Add Unit dialog will be launched, and will prompt for the product type. The Node name will be passed from OV - be sure that the object has a name rather than just an IP address. Names must be uppercase, as discussed below under importing. 


“Unable to start  one or more daemons”


When first starting FRAD/Manager for UNIX, you may observe this message:


smstart aborted, unable to start one or more daemons.


Use smstop to stop daemons.


This message may occur in conjunction with any one of the ways used to start FRAD/Manager for UNIX.  That is, you may see the message when HP OpenView or NetView for AIX is started, or if you use the utility script /usr/sync/bin/sm, or if you use the program /usr/sync/bin/smstart directly.


If there are no previously-configured units, or at most a small number of such units, then enter smstop, (which is in the directory /usr/sync/bin) as directed.  Then enter smstart at the UNIX command line.  You may have to repeat this procedure several times before smstart reports:


smstart successful


(This problem has occurred most often on AIX systems.)


smstart may fail because it times-out.  (The timer is set by default to 120 seconds.)  This can happen either when there are a large number of configured units in the database (1000 or more), or when there are no configured units at all.  (This last problem also has occurred most often on AIX systems.)  If smstart is successful, the amount of time it needed to read all the configurations is recorded in /usr/sync/logs/smstart.log.  The length of the timer can be altered with command line arguments to smstart.  Here is the usage message for smstart:


Usage: 


	smstart [ -i <interval> ] [ -r <tries> ] [ -h ] 


		-i interval  number of seconds between tries 


		-r tries     number of tries


		-h           this message


Examples:  Each of the following increases the length of the time to 240 seconds:


  smstart -r 240


 smstart -i 2 -r 120


If you experience this problem with a large database of configured units, experiment with the parameters to smstart, until it starts successfully.  If you use the utility script sm to start the FRAD/Manager for UNIX unit, then edit the line in sm on which smstart is invoked to use the parameter values you have determined.  If you launch FRAD/Manager for UNIX from HP OpenView or NetView for AIX, then edit the file /usr/OV/registration/C/sm.arf in a similar manner.


When FRAD/Manager for UNIX Release 3 is initially installed, there will be a single sample unit configuration in the database, so this problem should not occur.  (You may wish to delete the sample configuration, after you have created your own configuration data.)


Importing from FRAD/Manager


Both the configuration database and release database can be imported from a Windows based FRAD/Manager.  Under /usr/sync exists the same “work” and “release” subdirectories as used in FRAD/Manager. 


The portion of the work subdirectory which should be transferred consists of all configuration files (extensions .cfg and .sys), and the foreign destination file (tr.des).  All other files in the work directory will be regenerated as needed (other than .ini files in the work directory, which are not currently supported by FRAD/Manager for UNIX).  However, there is no harm in transferring the entire work directory, as a matter of convenience.


UNIX file names are case sensitive. Unit names must be upper case, and the Add Units dialog will only allow them to be entered in upper case.  Names of configuration files are of the form name.cfg, where name is the unit name, and it must be upper case.  Files imported from FRAD/Manager will not be recognized until the file names conform to this convention. Release subdirectories moved from FRAD/Manager may have a similar case problem.  In addition, files created using DOS will have a carriage return as a line terminator which will cause problems in the UNIX environment.


To address these issues, there is a shell script included in the bin subdirectory called cvtReleaseToUnix to force the release subdirectory into the proper case. A second script called cvtWorkToUnix will do the same for an imported work subdirectory. Simply run these scripts (with no parameters) from the bin subdirectory after moving the files to the release and work sub-directories, as appropriate.





Installing Product Release Software from CD-ROM


Released software to be installed on IBM 2218 units by the FRAD/Manager Install process can be found in the misc sub-directory of the CD-ROM.  The software for several different products is contained in tar-format files, with names which indicate the product release level.  (Examples: r4rel.tar, r5rel.tar.)  Here is an example of how to load the R5  release software into the FRAD/Manager environment.  You should be logged in as root.  Substitute a different tar file name and/or CD-ROM directory path name, as appropriate to your needs and environment:


cd /usr/sync


tar xvf /cdrom/misc/r5rel.tar


/usr/sync/bin/lowerrelease


De-installation of FRAD/Manager for UNIX


Begin by undoing the integration with OpenView or NetView.  First,  close any OpenView or NetView  GUI applications.  Then execute the following script:


/usr/sync/vision/dsf/syncmon/integration/ov/ovdeinstall.sh


After the integration with OpenView or NetView is undone,  exit any FRAD/Manager GUI applications.  Then stop the FRAD/Manager daemons:


/usr/sync/bin/smstop


Next, consider whether you want to save either the configuration database or the product code database.  These are stored in the directories /usr/sync/work and /usr/sync/release, respectively.  If you wish to save either of these, move or copy the appropriate directory to somewhere outside the /usr/sync directory hierarchy.


Finally, login as the root user and  remove all the FRAD/Manager files:


rm -fr /usr/sync/*


Normally, the last command will be completed without any error report, leaving an empty directory /usr/sync.  However, if you receive an error message which says that the removal could not be completed, then there is probably some program associated with FRAD/Manager which is still running, even if no application is visible.  Type  


ps -ef            (ps -aux for SunOS 4.x)


and look for FRAD/Manager programs, such as  cfged, cfgdbd, procmgrd, vision (or vision_hp or vision_aix), visiongraphd (or visiongraphd_hp or visiongraphd_aix).  Kill them by process number (the first number in each ps output line):


kill -9 process_number


Then repeat


rm -fr /usr/sync/*





UNIX-Specific Issue List


The Solaris 2.4 Window Manager behaves differently from other Window Managers in that it will hide a "child" window when the parent title bar is clicked. This becomes an issue with the Editor since each data entry dialog is a child window. Clicking a different Tab will bring the dialog back to the front.


When launched from SunNet Manager under Solaris 2.4, the Monitor application will not be able to display graphs. An error message indicating that the graph server could not start will displayed.  Workaround is to start Unit List from the command line, and use Unit List to launch the Monitor application.


Solaris 2.4 and HP versions are truncating part of header of the destination list in the Host Destinations app.  This is essentially cosmetic.


Some Token Ring statistics displayed from the Monitor application will show “Type Mismatch” instead of a value. This is caused by a problem in the agent software.


UNIX-Specific Notes


After installation, if the application colors do not have sufficient contrast with the background text, then the user may need to run xrdb against the zApp X resource file in /usr/sync/app-defaults. This allows the X server to use the resources specific to the FRAD/Manager for UNIX application suite. Check to make sure that the symbolic link to zApp was created in the /usr/openwin/lib/app-defaults or /usr/lib/X11/app-defaults as appropriate for your OS.


The daemons are started automatically when ovw is launched. However, the daemons are not stopped automatically when OpenView is terminated. This should cause no harm, since the start utility checks to see if they are already running. 


Release R4 Plus support is included in the Monitor application. If the Nodes in the network are running a prior version of R4 software, then some new configuration fields will be displayed as “No such name,” since the corresponding MIB variable is not in the agent.


Both Solaris 2.4 and SunOS platforms need to have the latest Sun recommended patch level applied for proper operation. Problems under SunOS include popup and dropdown menus that do not work.   Recommended patches are 100452-72 and 100444-74.  The more important patch for SunOS 4.1.3 or 4.1.4 is 100444-74.  To determine whether patch 100452-72 has been applied on your system, enter the following at the UNIX command line:    


cd /usr/openwin/lib


nm libxview.a | grep patch_id





If the patch has been applied, the result of the previous command should   include the name of the  patch.  To determine whether patch 100444-74 has been applied on your system, enter the following at the UNIX command line:


cd /usr/openwin/bin


strings xnews | grep “Patch #”


If the patch has been applied, the result should include the string “3000-122.”


Problems under Solaris 2.4 include daemons not starting, and the Install process   failing to run. The important patch for Solaris 2.4 is 101945-37.  The full set of recommended patches for Solaris 2.4 is as follows: 101878-11,101945-37,101959-07,101973-15,102042-05,102044-01,102066-06,102070-01,102165-02,102216-05,102218-03,102277-02,102292-02,102664-01,102680-03,102704-02,102711-01,102756-01,102922-03,103070-01. Testing is performed with the full set of recommended patches installed.  In order to determine which patches have been applied to your system, use the showrev command.  Without any arguments, showrev prints a brief summary of the current operating system revision level.  The line which begins “Kernel version:” may include an indication of the last patch which was applied.  The command showrev -p prints a detailed list of all patches which have been applied.


5.  If the Dump Retrieval function fails, check to ensure that the /etc/services has an entry for ports 161 and 162 (SNMP/UDP).


Memory


The Configuration Editor and other FRAD/Manager for UNIX applications may abort, or may even fail to run at all, if there is insufficient swap space available.  This condition may result in a message like one of these:


	Virtual memory exceeded in 'new'


	Error: Cannot perform malloc


Sometimes, the message may not be clearly related to a virtual memory insufficiency:


	Invalid alignment in structure


	Segmentation error


The remedies for this situation are to either


reduce the number of processes running on the machine, or


increase the amount of swap space.


To reduce the number of processes running on the machine, close windows you are not using, and kill processes which are not needed.  A safe, although drastic way to reduce the number of processes to a minimum is to reboot the machine.


Different UNIX operating systems have different ways to manage swap space.  Consult your system administrator or system documentation.  A rule of thumb for swap space allocation is that it should be 2-1/2 to 3 times the size of physical RAM.





Installation/Startup of Unit List and Configuration Editor for AIX


In some AIX environments, the unit list and configuration editor applications may not run after installation.  You may see messages like this


	exec format error


or


	unresolved reference: __CleanupCatch


or simply


	killed


The following procedure should repair the problem:


See whether the file /usr/lpp/xlC/lib/libC.a exists:


	% ls -l /usr/lpp/xlC/lib/libC.a


If the file exists, move it aside and replace it with a version supplied with the FRAD/Manager for UNIX installation materials:


	% cd /usr/lpp/xlC/lib


	% mv libC.a libC.a.orig


	% ln -s /usr/sync/lib/libC.a /usr/lpp/xlC/lib/libC.a


If the file does not exist, create the directories /usr/lpp/xlC and /usr/lpp/xlC/lib, if  one or both of them do not already exist, and then install the supplied version of libC.a:


	% mkdir /usr/lpp/xlC	(if necessary)


	% mkdir /usr/lpp/xlC/lib  ( if necessary)


	% ln -s /usr/sync/lib/libC.a /usr/lpp/xlC/lib/libC.a


Product Software Installation


Product software for FrameNode and ConversionNode products is not automatically installed as part of installing FRAD/Manager for UNIX.  Product software that is current at the time of the FRAD/Manager for UNIX release is on the CD-ROM.  It may not be current at installation time, however.  If the appropriate release of product software is not included on the CD-ROM in the subdirectory misc, then contact Customer Support.  To install:


Close the Configuration Editor.


Copy the file to the /usr/sync directory.


While logged in as the root user, change to the /usr/sync directory (cd /usr/sync).


Extract the files using the following command:�	tar xvf filename�where filename is the file downloaded from the BBS.


Execute the following to adjust the case of file names:�/usr/sync/bin/lowerrelease





X Windows emulation with Reflection


A PC running the Reflection X Windows emulation may be used as an X terminal for running FRAD/Manager for UNIX.  This section describes a problem which may occur, and gives 2 ways to work around it.


It may happen, while using the configuration editor, that drop-down boxes do not display properly.  Namely, they don’t appear at all when the mouse button is depressed.  When the button is released, the box flashes momentarily on the screen.  This occurs when the Reflection X Windows server is being used in  “Microsoft Windows Desktop” mode.  The alternative workarounds are:


After clicking the desired window or its accompanying arrow, use the up- and down-arrows on the keyboard to scroll through and select from the list.  One name at a time will be visible.  – OR --


While no X Windows programs are running on the PC, select the “Reflection X Settings” application in the Reflection program group.  Set the Window Mode to “X Terminal Desktop,” and Apply the change.  In this mode, all X Windows applications will run within a single Microsoft Windows window.  (In Microsoft Windows Desktop mode, each X Window appears with its own Microsoft Windows border controls.)  In X Terminal Desktop mode, the drop-down lists work properly.


Batch Utilities


A set of utilities are provided for performing various functions for a set of units.  Each of these utilities is to be invoked at the UNIX command line, or in a script.  Each reads a list of unit names from standard input, and writes a log of its activities to standard output.  A unit name may be either an IP address or a PID.  In their current implementation, all the utilities are Bourne shell scripts.  They require availability of the HP OpenView or NetView for AIX versions of the utilities snmpget and snmpset.  (The public domain versions of these utilities are incompatible, and may not be substituted.)


By default, these utilities use a community name with superuser privileges which is derived from the utility getaccess.  (See the section on access control, below.)  This default may be overridden by supplying a community name as a parameter to the utility, or by supplying an alternative implementation of getaccess.  If the version of getaccess which is supplied by IBM is used, then a community name must be supplied as a parameter to the utility.


For usage details on any utility, invoke it with a -h argument.  


The following utilities reference the IBM 2218 MIB:


Utility�
Purpose�
�
chgaccess �
manages community names and access privileges for a portion of the community name table�
�
chgtelnet�
specifies login and configuration passwords for telnet sessions�
�
chgtrap�
manages trap destinations for a portion of the community name table�
�
cmpunit�
compares software version and configuration version between unit and configuration database�
�
setunittime�
sets current date and time�
�
fetchunit�
retrieves and reconstructs database configuration from configured units  (This utility is described in greater detail below.)�
�



     The output formats of the above utilities have been standardized.  This supports the implementation of shell scripts which can analyze the output, and extract results of interest.  For example, you could filter the output log so that only operations which failed are reported.  The standardization of output distinguishes among 


no errors


usage errors, which prevent a utility from being applied to any unit


at least one unit-specific error


     The distinction among these three situations is made by the return code of the utility (0, 1, and 2 respectively).  More detailed numeric error codes are printed in the output log in a fixed position.  Full documentation of the output formats and numeric codes appears as comments in the scripts which implement the above utilities.  These scripts are installed in /usr/sync/bin.


The following utilities, which are simply “batch wrappers” around single-unit snmpset and snmpget utilities, may be used with any MIB variables:


sget


sset


ssetascii


ssethex


ssetint


ssetip


ssetoctal


Access Control


The getaccess procedure mentioned in the section on batch utilities is also used to control access to IBM 2218 management applications as well as to the batch utilities.  Here is the usage message for getaccess:


Usage:


getaccess [ -r | -w | -s ] [ -u username ] [-h]


-r outputs community name with at least read access for user


-w outputs community name with at least write access for user


-s outputs community name with superuser access for user


 (Default is -s, if neither -r,-w, nor -s is specified)


-u specifies user


 (Defaults to current user, if not given)


-h Display this message and quit


Output is to standard output.


Exit status is 0 if a community name is found, else nonzero.


The version of getaccess which is supplied by IBM always returns an empty string to standard output, and an exit status of 0 for any arguments.  See /usr/sync/bin/getaccess_sample for a nontrivial implementation.


The Add, Delete, and Edit functions will be available if “getaccess -w” returns an exit status of 0.


“getaccess -w” and “getaccess -r” will be used to determine read/write and read-only community names for the Monitor function.  If the getaccess implementation supplied by IBM is detected (i.e., exit status 0 and no community name output to standard output), then OpenView or NetView for AIX will be consulted for community names.  In other cases, community names will default to “private” and “public.”


Configuration retrieval – the fetchunit utility


Default operation


The default operation of fetchunit is as follows:


Retrieve selected MIB information about the unit.


Retrieve the stored configuration (files config and <unit>.sys) from the unit into the current directory.


Combine the retrieved MIB data and the config file into a file with extension .con.


Reconstruct a database configuration (.cfg file) from the .con file.  Create a parameter  file (.par extension), if the reconstructed database configuration is judged to be a valid configuration. 


Command line options


fetchunit has several options for altering the default operation:


You may specify an alternative directory in which the retrieved information will be stored.


You may specify an alternative directory in which the reconstructed information will be stored.


You may specify that the configuration editor be invoked interactively, so that you can view the retrieved information and alter it, before deciding whether to save a reconstructed database version.


You may specify that the reconstruction step be skipped.


Usage synopsis


Here is the full usage message for fetchunit:





Usage:


fetchunit [-n communityName] [-w wait] [-v [-v]] [-h]


        [-r readdir] [-o writedir] [-i] [-c]


         -r dir specifies location of retrieved configuration files


           Default location is current directory = <current directory>


           Retrieved configuration files will have the extension .con


         -o dir specifies location of output configuration files


           Default location is current directory = <current directory>


           Reconstructed configuration files will have the extension .cfg


         -i view configuration interactively before storing


           Default: Create database configuration non-interactively.


         -c retrieve configuration data from unit, do not create config


           Default: Create configuration


Unit names are read from standard input, 1 per line.


Unit names may be either host names or IP addresses.


Files in /etc/hosts format, with comments and blank lines, are acceptable.


Results are logged to standard output.





-v echos unit name to standard error output.


-v -v duplicates standard output (the log) to standard error output.


-w causes a pause of "wait" seconds before operating on the next unit.


-h prints this usage message, and exits.


Parameters within [] are optional.





Usage Recommendations: configuration comparison


There are at least two ways in which fetchunit may be used:  to compare the actual configuration of a unit with the database configuration, and to construct a database configuration.  





When using fetchunit for configuration comparison, it is strongly recommended that the output directory be a directory other than /usr/sync/work.  Failure to do this will result in existing database configuration data being over-written, before the comparisons can be evaluated.   (Please note that the default output directory is the current directory when fetchunit is invoked.  The output directory may be explicitly specified on the command line.)


At the present time, there is no report provided by IBM which presents the differences between a retrieved configuration and a pre-existing configuration in the configuration database.   We recommend that the UNIX utility diff be used to compare configurations.  The files which constitute the configuration for a given unit are <unit>.cfg and <unit>.sys.  The files <unit>.sys in /usr/sync/work and in the fetchunit output directory may be compared readily.  However, the files <unit>.cfg in these two directories contains information whose presence in the diff output may confuse an evaluation of the files.  Instead, we recommend that the files <unit>.par be compared with diff.


Here is how to generate <unit>.par:


When viewing the database configuration within the configuration editor, perform the operation Install(Build Parameter File.  If this operation is successful, an informational dialog will tell you where the configuration file has been stored (/usr/sync/work/<unit>.par).  The operation will fail if the configuration is not valid for some reason; a reason will be displayed in this case.


When using fetchunit non-interactively (i.e., without the -i parameter), the reconstructed configuration will be validated.  If validation is successful, a parameter file will be generated in the fetchunit output directory.


When using fetchunit interactively (with the -i parameter), it is the user’s responsibility to generate a parameter file, with the sequence Install(Build Parameter File.  As described above, generation of the parameter file is subject to validation.  If built, the parameter file will be stored in the fetchunit output directory.


When comparing a reconstructed configuration with a database configuration, keep the following considerations in mind:


Some data which can be configured interactively is not stored explicitly in a unit, but is retained in the configuration database.  Such data is either reconstructed by analysis of the retrieved data, or may be missing entirely from the reconstruction.  Examples:


The distinction between the source and destination of a LAN PU mapping is deduced from the retrieved data.


Some parameters are only sent to the unit if a feature is explicitly enabled in the configuration editor.  Corresponding values may be missing entirely from the retrieved data, or may have default values which differ from the values retained (but not enabled) in the database.


Mappings may be reconstructed in a different order than that in which they were transmitted to the unit.  This may be apparent in a reordering of either tables in the configuration editor, or lines in the reconstructed files.


Example: configuration comparison


Assume that listofunits is a file which contains a list of unit names which can be resolved into IP addresses by the name service, or the IP addresses themselves, one per line.  Here is a fragment of a Bourne shell script which performs configuration comparison for this set of units.  (Error detection and handling has been omitted, to keep the example short.)


# Retrieve, validate, save configurations, 


# with specified output directory, and no interaction


odir=/usr/sync/retrieve


fetchunit -n syncmgr -r $odir -o $odir < listofunits


# Convert list of file names into a shell variable


varunits=`awk ‘{printf “%s “,$0}’ < listofunits`


# Prepare to do comparisons on all available par and sys files


extensions=’par sys’


# Change directory so I don’t have to do so much typing of path names later


cd $odir


for v in $varunits


do


  for e in $extensions 


  do


# Perform all file comparisons for which the files exist


      if [ -f /usr/sync/work/$v.$e -a -f $v.$e  ]; then


        diff /usr/sync/work/$v.$e $v.$e > $v.$e.diff


  # Inspect the differences on-line, with read-only viewer


        view $v.$e.diff


      fi


    done


  done


           


Usage recommendations: configuration reconstruction


While fetchunit is reconstructing a database configuration, it will attempt to determine symbolic names for MAC and DTE addresses which occur as parameter values in the retrieved data.  When using fetchunit for configuration comparison, these attempts will, in general, be successful.  When using fetchunit to create a configuration database where none previously existed, these attempts will, in general, fail.  This is because such addresses may correspond to units whose configurations have yet to be reconstructed.  In such a case, the utility will invent a unique name for the address, and will place it in the foreign destination database.  The following procedure is recommended, when using fetchunit to create a configuration database:


Run fetchunit with a full list of units to be reconstructed, and with reconstructed output directed to /usr/sync/work.


      Example:


      fetchunit -n syncmgr -r /usr/sync/retrieve -o /usr/sync/work < listofunits


      


2.  Run the configuration editor interactively, invoke the destination editor, and delete all foreign destinations invented in Step 1.  These will have names of the form FAKEnnnnn.


3.  Repeat Step 1.





Node Status


FRAD/Manager for UNIX Release 3 uses the agent supplied consolidated status to color the IBM 2218 Node icon on the NetView or HP OpenView map.  A “status” icon is added to the Node submap and is set to a severity level, and because the Node is a compound object, this status is then propagated to the Node level. 


The status is updated after receiving a trap from the Node, so traps should be configured to be forwarded to the NetView/OpenView platform.  


The following table explains the status levels:





Severity Level Icon Label�
OpenView Severity �
What causes it�
�
Normal�
Normal�
The units’ configured ports (LAN, WAN or serial) are enabled.


DLCIs are operational.


PUs are active (in session). 


If configured, the NetView PUs are in session. 


No dump file exists. �
�
Informational�
Warning�
A configured NetView PU is not in session, or


A dump file exists on the unit.�
�
Disabled�
Disabled�
A port, PU, or DLCI is disabled by the operator, or 


A DLCI can also be disabled by the network.�
�
Marginal�
Warning�
SDLC line quality is marginal or the unit is in a “ready to home backup sessions” state.�
�
Minor�
Minor�
A port or PU has failed, or 


A backup port is active (in use).�
�
Major�
Major�
A PU which is enabled is not in session (inactive).�
�
Critical�
Critical�
Node is not reachable (determined by OV)�
�



FRAD/Manager assisted Patch Facility


FRAD/Manager supports an integrated patch management facility for nodes that are at software release 2.1 (version R5.600) and higher.  The Patch facility treats the patch as an extension of the software version number.  All patch files contain a checksum that is validated when the software/patch/configuration is installed on the node.


Once installed on the FRAD/Manager machine, the patch level can be configured from the Configuration Editor, Unit Level screen.  If the Patch button is disabled (ghosted), there is no valid patch installed for that product/release combination on the FRAD/Manager machine.  


To configure the patch version number, click on the patch button. to bring up the Select Patch screen.  The Select Patch screen allows the patch version to be selected on the left side, and the description of that patch file is displayed on the right side.  Click OK or Cancel as appropriate to exit the Select Patch screen and return to the Unit Level screen.  Use the normal installation process to install or de-install the patch, as appropriate.  The node will be re-booted whenever the patch version is changed and installed.


Features new in Release 2.1


Support for Release 2.1 Frame Relay Node product features


Support for 2265 ATM devices on the Async configuration screen.


Increased number of internal MAC addresses supported


Configurable Internal MAC Address for incoming calls


IP Re-direct without RIP


Support for 2218-0xx DSU operational statistics, on 2218-0xx units with the appropriate hardware support.  These statistics are available via the right-click menu when the DSU port in Unit Detail is selected.


The NetView PU can now be reset via Unit Detail.  This is sometimes desirable when the NetView session is not functioning properly.  A reset will cause the NetView PU session with the unit to be cleared and re-established.  This function is available as a right-click option when the appropriate NetView PU session is selected on the Unit tab of Unit Detail.  


Retrieving  Configurations


FRAD/Manager can retrieve a configuration from a Frame Relay Node or a Conversion Node into the configuration Editor.  This is helpful when the configuration has been modified from the NMS interface, and it is desired to reconcile the FRAD/Manager configuration database with the configuration that is actually running in the node.  This feature is supported only for units that are managed via IP.


To retrieve the configuration from the unit, at least a base configuration must exist in the FRAD/Manager configuration database.  FRAD/Manager must be in contact with the unit.  Enter the Configuration Editor for the appropriate unit.  Under the File menu, select the menu item, “Retrieve Configuration.”  A status window will appear indicating the status of the operation.  If it successfully completes, the window should appear similar to this example:


�


Select the OK button.  The Code Version will be set to None.  Select the correct code version and patch version, if required (which must have been previously installed on the FRAD/Manager).  Examine and/or validate the configuration, to insure consistency.  The configuration can be saved (which will probably leave a configuration ID mismatch) or re-installed on the unit, which will totally reconcile the configuration database with the unit.  Although there should be no impact to installing the configuration, IBM always recommends trying to schedule installations to non-critical time periods.


The configuration retrieve currently cannot return the following parameters.  They must be entered via the configuration editor after the configuration is retreived.  


System Description


System Location


System Contact information


SNMP Community Group


Configuring the IP Re-direct without RIP feature


The configuration parameters for this R3 Frame Relay Node feature have been added.  These parameters can be accessed via the Miscellaneous button, then the IP Redirection without RIP button.  





BootP Support


FRAD/Manager for UNIX Release 3 can function as a BootP server for IBM 2218 products.  FRAD/Manager BootP is an application in the FRAD/Manager management suite.  It implements the BOOTP server function as defined in the Bootstrap protocol (RFC 951) and uses the Vendor Information Extension defined in RFC1497.  It can assign IP address to factory-fresh units according to the configuration already created by the FRAD/Manager configuration editor. The IP address may be associated with a LAN or WAN port in the configuration.  There are restrictions on the configured Frame Relay port for a WAN-connected unit.  Namely, for a 2218 Model 1xx or 3xx-series WAN-connected unit, the IP address must be associated with port 1.  For a 2218-0xx -series WAN-connected unit, the IP address must be associated with either port WAN1 or port 3, with precedence going to WAN1 if both ports are configured. 


The mechanism is simple: Each factory-fresh unit has one burned in MAC address. When a factory-fresh unit is added to the network, it broadcasts a BOOTP request to each connected sub-network with this burned-in MAC address.  The request specifies whether the MAC address is associated with a LAN or WAN port. The FRAD/Manager BootP server process on one of the sub-networks receives the BOOTP request, verifies the request to have the IBM 2218 extension, then extracts the MAC address from the request.  It then determines which unit in the configuration database is configured with that MAC address on an appropriate LAN or WAN port. If the unit is found, the corresponding IP address is obtained from the database and a BOOTP response is sent out with the same MAC address and the corresponding IP address.  Once the BootP response reaches the unit, the IP address will be applied to the unit.


Starting the BootP process-Automatic invocation


The FRAD/Manager BootP process is not a general purpose BootP server - it is designed to work exclusively with IBM 2218 products. It uses ports 67 and 68.  BootP should be started as outlined below, and not using Inetd.  


The FRAD/Manager control file must be modified in order for the BootP process to be started automatically when FRAD/Manager for UNIX is started.  Once the control file is modified, then the BootP server process will be automatically started when FRAD/Manager for UNIX is started (either by using the sm script or ovw). 


To modify the control file, use the vi editor to edit the file /usr/sync/snacman.ini.  Search for the lines that look like:


[Bootp]


AutoStart=1


The AutoStart line is commented out in the default snacman.ini,, which disables the BootP function.  Remove the comment character from the first position of the line.  Save and exit the editor.  Then start FRAD/Manager for UNIX in the normal manner.  The BootP server functionality will be started automatically every time FRAD/Manager for UNIX is started.


Starting the BootP process manually


The BootP process can be started manually by entering the command, “bootp” from a shell prompt after FRAD/Manager for UNIX has been started normally.  When starting BootP in this manner, the contents of the snacman.ini file are not checked, and the BootP process is started unconditionally.


Terminating the BootP process


The BootP process is terminated when users executes the smstop command to terminate FRAD/Manager daemon processes. To terminate the BootP process without terminating FRAD/Manager’s other daemon processes, the  ps command must be used to locate the bootp process, and it must be terminated with kill command. 


Logging and error reporting


The bootp server writes a detailed log of its activities to a log file.  This log file is bootp.log, in the logs sub-directory of the FRAD/Manager directory.  If one or more units is expected to receive its IP address via bootp, and fails to do so, consult this log file.  Some apparent bootp failures may be due to errors in the configuration database.  Here are some conditions related to mis-configuration which may appear in the log file:





<unit name> is not managed via IP.


<unit name> is to be managed via LAN, but the bootp request is for WAN.


<unit name> <LAN or WAN> Port Matches But Does Not Have Valid IP Address Configured





Features new in Release 3


Auto-rehome and status/color changes


These features have been developed in conjunction with the 2218 Frame Relay Node R3 release.  When a Frame Relay Node configured for any type of dial backup is in normal mode, i.e., not in dial backup mode, the color of the Network Status bar and all ports is Green, or Normal.  The state of the dial backup port is port “not in use.”


When one of the triggers causes the dial backup feature to become active, the status of the dial backup port changes to “enabled.”  Both the color bar and the dial backup port color change to yellow, or Minor alarm state.


When the Frame Relay Node determines that the PVC associated with one of the dial backup triggers becomes enabled, the Frame Relay Node Node sends a DLCI enabled alarm, plus a new “port status change” trap indicating the dial backup port is changing from “enabled” to “ready to re-home.”  FRAD/Manager has the operational option of sending back a re-home command to the agent, causing the FrameNode to attempt to switch all users of the dial backup facility to the primary WAN connection path.


When the “ready to re-home” trap is issued, the Frame Relay Node also changes the port status to “port ready to re-home” which is a Warning.  This status bubbles up in Agent Consolidated Status as well.  The result is that both the color bar and the dial backup port color change to dark yellow, or Mustard.  In HP OpenView or IBM NetView for AIX, the color of yellow cannot be changed, but the wording below the icon changes from Minor to Warning.  When the Network Operator sees a unit in this color condition, he/she should attempt a manual Home Backup Port at an appropriate time.  Homing backup ports may result in user sessions being dropped and the unit may go out of contact from FRAD/Manager until IP connectivity is re-established.


This feature is only supported if the unit is IP managed.


User Interface changes


For FRAD/Manager for UNIX, the Auto-re-home feature is controlled by an entry in the /usr/OV/conf/synctrap.cfg file.  To enable the Auto-Rehome facility, add the following  line: 


AutoRehome 1. 


To disable the facility, either remove the line or change the one to a zero.   OpenView or NetView for AIX must be re-started to effect the change.


LMI=NONE


This change adds the key word “NONE” as an option under Frame Relay Local Management Protocol.  This option can only be used with R3 and above Frame Relay Node products.  It configures the Frame Relay Port so that no Local Management Interface protocol is used.


IBM LID parameter


The LID protocol is used by IBM in the process if initiating an ISDN call through the IBM 2216.  It requires that a special character string be configured.  


Configuration


The LID parameter is configured on the ISDN configuration screen.  It can be up to 21 characters long. Valid characters are 0-9, a-z, and A-Z.


If no value for the LID parameter is configured (not defined), then the LID parameter string will not be set and the LID feature will not be activated.  It is applicable to the WAN2 ISDN port of for the 2218-0xx.


IP over X.25


Previously,  FRAD/Manager supported the configuration of X.121 addresses and their associated IP address on the IP Parameters screen related to the X.25 port   The previous requirement was for a remote box, and the X.121 to IP address mapping only related to default gateways.  This is sufficient for the remote box, but is not sufficient for the head end box where multiple IP address to DTE address associations must be configured.  For the head end FrameNode that supports an X.25 network trunk, it is required to configure the association between each X.121 address and the related IP address used to call/connect to each remote node.


A button has been added to the IP Routing page.  The button will only be enabled for 8 megabyte product feature sets.  The added button will allow for configuration of IP to X.121 addresses.  


The IP Parameters screen launched from the X.25 port parameter screen has been modified.  Previously the entries defined both Default Gateway and IP to X.121 address mappings.  This section of the screen will be replaced with standard default gateway entries.


Configuration Validation will treat the default gateway parameters just like any other port’s default gateway parameters, i.e., no more than one primary and one secondary default gateway can exist on a box, and the IP subnet must match between the port’s IP address and the default gateway’s address.  Additionally, Configuration Validation will insure that each of the IP addresses specified as X.25 port default gateways has a corresponding X.121 to IP address mapping configured.


Static routes can now be configured on X.25 ports.  Validation checks to see that the X.25 port has a configured IP address, and that the “next hop” is configured on the IP-DTE Address Mapping screen.


�
Known Anomalies


SCR 2394-SAPs configured incorrectly-TSDLC to Host, no head end unit


Description:  When configuring a TSDLC PU for Originate mode, and assign a destination, the configured SAP on the PU screen is configured as a Source SAP.  This is correct.  However, when configuring the TSDLC PU for Answer mode, the SAPs are reversed, so that the configured SAP becomes the Remote SAP.  This works OK as long as the "other" box is a 2218 box-one side is configured as originate, the other side as answer, one SAP is configured on each, and they get flipped for Answer mode.  Unfortunately, this does not work when connecting directly to an IBM or Tandem host without going through a head-end 2218 box.  The host always has a Source SAP (our Remote SAP) that is the same.  It is usually 04.


Work around: Using the Destination Editor, make a separate destination for each  SAP required.  Configure the DSAP value in the Configuration Editor.  Configure the remote box, ANSWER mode PUs, to connect to this destination.  The SAPs will end up being correct.


SCR 2490-Bisync PU with Dial Backup causes crash in Config Editor at Install


Detailed Description:  If you configure a Terminal BSC line with a PU, and configure dial backup for that PU, the Configuration Editor crashes when the configuration is actually installed to the unit.


Workaround:  Use NMS to configure this feature.


SCR 2514-Configuratin editor core dump on Conversion Node NetView PUs


Detailed Description:  The Configuration Editor core dumps when you select the NetView PU button on a Conversion Node.


Workaround: Configure NetView PUs for Conversion Nodes using NMS.


Problems Resolved


The following is a list of the problems resolved in FRAD/Manager and FRAD/Manager for UNIX, Release 3.  Problems are sorted by release version/build.








SCR No�
Title�
Fixed in Version�
Fixed in Release�
Fixed In Build�
�
2390�
Config retrieval within editor doesn't retrieve MIB data (Code Version, etc)�
R6�
501�
001�
�
2481�
Config editor core dumps on HP-UX after configuration retrieval�
R6�
600�
001�
�
2482�
1st status message in config retrieval window garbled or missing on UNIX�
R6�
600�
001�
�
2489�
OpenView/SyncManager integration fails in new OpenView 4.1 environments�
R6�
600�
001�
�
2490�
upperlower and lowerrelease may fail with argument too long message.�
R6�
600�
001�
�
2494�
Config with duplicate ffffffff xid values does not validate�
R6�
600�
001�
�
2499�
AutoLLC should only be configurable on Ethernet LAN boxes�
R6�
600�
001�
�
2502�
Repeated use of UNIX config editor causes <defunct> processes to accumulate.�
R6�
600�
001�
�



Features


General Features


FRAD/Manager’s features include:


An easy-to-use interface that enables you to customize fields, jump between monitoring, configuration, and unit status windows, and access common commands through a button bar.


The ability to manage up to 995 units, using IP/SNMP.


Unit status ribbons with colors that depict the current status of individual units on the network.  


A Unit Detail feature that displays a graphical representation of the unit, enabling you to examine it more closely.


An Alarm Notification utility that can be configured to notify you each time a specified alarm occurs.


The ability to enable or disable ports, and configure how alarms and unit / component statuses display (color indication).


An easy solution for upgrading units with new code.


An alarm logging feature that enables you to accumulate alarms received from remote units for later review and analysis.


Individual poll logs of all connection attempts are maintained for each unit configured in the FRAD/Manager database.


An easy-to-use menu-driven NMS Session module enables you to execute NMS commands manually, or build them from menus.


Context sensitive Configuration Help describes the parameters on any screen.  Use the F1 key to activate the help facility for the current configuration screen.


Pop-up menus give you quick access to commonly used commands.


The Connect by Address module enables you to establish sessions with units that are not configured in the FRAD/Manager database.


Diagnostic dump files are easily retrieved for review and analysis.


A tool that enables you to transfer files between the FRAD/Manager workstation and units.


An Installation Scheduler that enables you to update multiple units at a time.


A locate function allows you to find a unit by name or by managed address.


An integrated patch facility enabling node patches to be easily managed.


Features new in R6


Support for R6 Frame Relay Node product features


Support for 2265 ATM devices on the Async configuration screen.


Increased number of internal MAC addresses to support


Configurable Internal MAC Address for incoming calls


IP Re-direct without RIP


Support for 3600 DSU operational statistics, on 3600 units with the appropriate hardware support.  These statistics are available via the right-click menu when the DSU port in Unit Detail is selected.


The NetView PU can now be reset via Unit Detail.  This is sometimes desirable when the NetView session is not functioning properly.  A reset will cause the NetView PU session with the unit to be cleared and re-established.  This function is available as a right-click option when the appropriate NetView PU session is selected on the Unit tab of Unit Detail.  


Retrieving  Configurations


See the “Known Anomalies” section for details on a problem with the Configuration Retrieve function in this release.


FRAD/Manager can retrieve a configuration from a Frame Relay Node or a Conversion Node into the configuration Editor.  This is helpful when the configuration has been modified from the NMS interface, and it is desired to reconcile the FRAD/Manager configuration database with the configuration that is actually running in the node.  This feature is supported only for units that are managed via IP.


To retrieve the configuration from the unit, at least a base configuration must exist in the FRAD/Manager configuration database.  FRAD/Manager must be in contact with the unit.  Enter the Configuration Editor for the appropriate unit.  Under the File menu, select the menu item, “Retrieve Configuration.”  A status window will appear indicating the status of the operation.  If it successfully completes, the window should appear similarly to this example:


� EMBED PBrush  ���


Select the OK button.  The Code Version will be set to None.  Select the correct code version and patch version, if required (which must have been previously installed on the FRAD/Manager).  Examine and/or validate the configuration, to insure consistency.  The configuration can be saved (which will probably leave a configuration ID mismatch) or re-installed on the unit, which will totally reconcile the configuration database with the unit.  Although there should be no impact to installing the configuration, IBM always recommends trying to schedule installations to non-critical time periods.


The configuration retrieve currently cannot return the following parameters.  They must be entered via the configuration editor after the configuration is retreived.  


System Description


System Location


System Contact information


SNMP Community Group


Configuring the IP Re-direct without RIP feature


The configuration parameters for this R6 Frame Relay Node feature have been added.  These parameters can be accessed via the Miscellaneous button, then the IP Redirection without RIP button.  





�
Installation


To install FRAD/Manager, follow the procedures that apply to your configuration, as noted in the following sections.


Upgrading FRAD/Manager


If you are upgrading your current version of FRAD/Manager, you may install the new version to a new directory, or overwrite the existing version.  The default directory is C:\FRADMAN.


Overwriting a Previous Version


Product software release code images and configuration files are stored in the RELEASE and WORK directories.  These files will not be overwritten.


Before installing the new version, delete the old FRAD/Manager program group from your Windows desktop.  A new program group will be created during the installation.


Installing FRAD/Manager


If you install FRAD/Manager to another directory, you will need to re-install the product software release code for each product type configured in the FRAD/Manager database (see the FRAD/Manager User’s Guide).


Installing FRAD/Manager from CD ROM


Insert the CD ROM into the CD ROM drive.


If you are installing from Windows 3.1, open the File menu and select Run.


If you are installing onto Windows 95, click on the Start button, then select Run.


In the Command Line text box, type E:INSTALL (or appropriate drive letter: depending upon your system), then click on OK.


From the installation window, specify where you want the program installed, then click on Continue.


Follow the directions on the screen (see Installation Options below).


When the installation completes successfully, click on OK.


Reboot the system before starting the FRAD/Manager program.


Installing FRAD/Manager from Floppy Diskettes


Insert the FRAD/Manager Software Release diskette #1 into the floppy drive.


If you are installing from Windows 3.1, open the File menu and select Run.


If you are installing onto Windows 95, click on the Start button, then select Run.


In the Command Line text box, type A:INSTALL (or B: depending upon which drive you use), then click on OK.


From the installation window, specify where you want the program installed, then click on Continue.


Follow the directions on the screen (see Installation Options below).


When the installation completes successfully, click on OK.


Reboot the system before starting the FRAD/Manager program.


Installation Options


The following options may be selected during the installation process:


Select IP/SNMP and/or LLC-2 for the network protocol(s) you intend to use for managing units on the network.


Add LLC2 TSR to autoexec.bat


Select (() this option to add the LLC2 LAN TSR to your AUTOEXEC.BAT file.


LLCTSR.EXE is a terminate-and-stay-resident (TSR) program that must be loaded if you intend to manage units via LLC2.


If you already have the LLC2-2 TSR added to your AUTOEXEC.BAT file, deselect (() this option.  


LLCTSR.EXE replaces TRTSR.EXE, used in previous versions of FRAD/Manager.  If your current version of FRAD/Manager is 2.6 or below, you need to change your AUTOEXEC.BAT file to reflect this name change.


Create FRAD/Manager Program Group


Enable this option to create a FRAD/Manager program group.


If you are upgrading your older version of FRAD/Manager and have not removed the old program group, disable (() this option.


Created Subdirectories


The FRAD/Manager installation program creates the following subdirectories under the directory you specified during the installation process:


RELEASE


Stores all product release files and software code.  Product releases are provided on separate release disks supplied with each product.


LOGS


Stores the FRAD/Manager system log files.


WORK


Stores the FRAD/Manager database.


WORK.BAK


Stores configuration backup files.


BIN


Stores the FRAD/Manager executable files.


DUMPS


Stores diagnostic dump files retrieved from the unit.


ALARMLOG


Stores alarm log files.


RETRIEVE


Used for storing configuration files retrieved from units.





Migrating Products


Products can be upgraded to higher release levels to take advantage of new features.  The Configuration Editor “Migrate” function is used to convert the configuration files from an earlier product release to a later product release.  


R1 products may be migrated to R2 products to take advantage of SNMP management features.  R4 and above may be migrated to higher release levels.  


Additionally, the Migrate function can be used to convert the product type, in most cases.  For example, a 22183FR5 product can be migrated to a 22183FR6 product.  When using the Migrate function, only valid compatible product types are shown as targets for the migration.  


To update your product:


Open the configuration editor for the product you want to update.


Open the File menu and select Migrate.


�


Select the appropriate product type, then click on OK.  


The configuration editor will close automatically.


Open the configuration editor for the unit you just updated, then select a code version.  


Check all configured parameters, then open the Install menu and select Install to install the new code version onto the unit. 


De-installing FRAD/Manager


Delete all files under the application’s directory.  


For instance, if you selected the default directory during the installation, you need to delete the files and sub-directories stored under C:\FRADMAN.


Delete the application directory (for example: C:\FRADMAN).


If a FRAD/Manager program group was created, delete it from Program Manager.


To do this, select the program group, then open the File menu and select Delete.


Using a text editor, open the AUTOEXEC.BAT file and remove the TRTSR.EXE or LLCTSR.EXE line from the beginning of the file.


Close the file and save your changes.


Delete the following files from the WINDOWS directory:


CFGED.INI


CNCFGED.INI


FNCFGED.INI


FN4R2ED.INI


NMS.INI


NSTATUS.INI


QLLCFGED.INI


SNACMAN.INI


Reboot the system.


Unloading LLCTSR


Close Windows.


From the DOS prompt, change to the directory where FRAD/Manager is installed.


Example:	CD \FRADMAN\BIN	         <Enter>


Enter LLCTSR /U.





Special Notes


If you are managing units via IP, and go into Unit Detail, the unit may go out of contact for a short time.  This momentary out of contact condition does not affect the functionality of the unit in any way.  However, it takes a few moments for FRAD/Manager to update the actual status.


R6 FRAD/Manager will be the last major release that supports complete LLC management in a 16-bit Windows environment.  Current plans call for a future release of FRAD/Manager to be a 32-bit application (requiring either Windows 95 or Windows NT), using IP as the management protocol.  (LLC will be available only as a "lifesaver" capability to contact units that are currently unreachable via IP.)  Therefore, in this time frame, users should be migrating their FRAD/Manager machines to Windows 95 or Windows NT, and moving to IP management.  This will make any future migration  much simpler.  Be advised, however, that LLC support on Windows NT is not available at this time.  ��Of course, sound network planning should be employed before any major change to an operating network environment is attempted.  If you need further help or information, or if you have questions, please contact IBM Customer Support.


If you are using IP management, and have selected the “Use Agent Consolidated Status” option, and you choose not to log alarms (from the “Customize” screen), FRAD/Manager informs the nodes not to forward Traps to FRAD/Manager.  This can be helpful in situations where high volumes of alarm traffic creates network problems, but has some side effects.  If FRAD/Manager is not receiving Traps, status changes are obtained the next time FRAD/Manager polls the node for status.  Because of the poll cycle, there may be some delay in the time it takes status changes to be reflected on FRAD/Manager.  Also, the currently active configuration ID and dump file name on the Network Status ribbon bar are not updated to reflect current information.  For example, if a node is re-configured, the state will be “Informational” (Purple color) because of a perceived configuration mis-match.  The current state of the Active Configuration ID and the name of the Dump file can be re-synchronized by Updating Status.  If this is objectionable, then FRAD/Manager should be customized to Log Alarms or Agent Consolidated Status should not be used.


If using Agent Consolidated Status, and you choose to “ignore status” on a particular network element, the SNMP Agent in the node will be set in “ignore status” so that all FRAD/Managers that have monitor privileges for this unit will effectively be in “ignore status” mode.  


When configuring any Frame Relay or Dial Backup port using FRAD/Manager 6.0, do not configure the Local Management Protocol to a value of None at this time.  FRAD/Manager allows this value, but the current Frame Relay product does not.  The initial product release that supports this feature will be R6.500.  Refer to R6.500 release documentation, when available, for further details.


FRAD/Manager assisted Patch Facility


FRAD/Manager supports an integrated patch management facility for nodes that are at software release R5.600 and higher.  The Patch facility treats the patch as an extension of the software version number.  All patch files contain a checksum that is validated when the software/patch/configuration is installed on the node.


Patches are loaded onto the FRAD/Manager machine just like node software is installed-from floppy diskette.  Once installed on the FRAD/Manager machine, the patch level can be configured from the Configuration Editor, Unit Level screen.  If the Patch button is disabled (ghosted), there is no valid patch installed for that product/release combination on the FRAD/Manager machine.  


To configure the patch version number, click on the patch button to bring up the Select Patch screen.  The Select Patch screen allows the patch version to be selected on the left side, and the description of that patch file is displayed on the right side.  Click OK or Cancel as appropriate to exit the Select Patch screen and return to the Unit Level screen.  Use the normal installation process to install or de-install the patch, as appropriate.  The node will be re-booted whenever the patch version is changed and installed.


Known Anomalies


The following problems are known to exist in this version of software.  These problems will be addressed in future maintenance releases.


SCR#  1374


FRAD/Manager Does Not Catch Validation Error (XID used for both serial and LAN PU)


Description:  FRAD/Manager does not correctly validate a configuration where the same XID is used for both a LAN PU and a serial SDLC PU.  Instead, the error is detected as a parameter error when the configuration is downloaded to the unit.  The incorrect PAR file (TERMFN.PAR) is attached in the Files.


Workaround:  When the parameter error is detected by the unit, create and download a PAR file to the unit.  Using the NMS BAT command, view the error produced by NMS and then correct the FRAD/Manager configuration. Reload the corrected configuration to the box.


SCR#  1742


Inconsistent status sometimes displayed with agent consolidated status


Description:  The status displayed by the FRAD/Manager Unit Detail screen and main ribbon bar are sometimes different.  


Workaround:  Check the Unit Detail screen or NMS to determine unit status.


SCR 2053


Some retrieved configurations report "LAN does not exist" upon validation.


Description: When retrieving a configuration from a Conversion Node which is running code from before 5.600, then validation reports:


Mapping: Port n, CU: xx; Mapped Port: LAN does not exist.


Workaround:  Save the configuration file anyway.  If it is then added to the configuration database and activated in the configuration editor, that validation error will no longer occur.


SCR 2317


Description:  BootP does not work for 2-port 3600s.  Currently, BootP works only for WAN1, LAN, and Port 3.  Port 1 is an RS-232 only port.


Work-around:  Enter the IP parameters via the NMS interface.


SCR 2320


Configuration Retrieval returns incorrect SAP values for Answer-mode Pus


Description:  When using Configuration Retrieve by any method, the SAP values are not retrieved properly for PUs configured to be Answer mode.  Configuration Retrieve should not be used for units with Answer mode PUs until this problem is resolved.


Problems resolved in Release 6


The following problems have been fixed in R6.  Problems are sorted by fixed version and bui
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